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Abstract. Inthis paper, we propose a framework for information exchangengmo
abductive agents whose local knowledge bases are enlarged witbfabdticed
hypotheses. We integrate the aspects of information exchange anttiabdea-
soning, and show theoretically the information inferred by the single dlveéuc
agent as a product of joint reasoning activity. We show examples, likegd
philosophers, resource exchange and speculative computatiogjvendn im-
plementation of the space of interactions based'&P(SET).

1 Introduction

In the past years, Computational Logics has proved itsdléta powerful tool for mod-
elling and implementing many forms of reasoning of intelg systems, such as de-
duction (the basic logic reasoning method), abduction (Aige Logic Programming)
for reasoning from effects to causes, machine learningi@itiee Logic Programming).

Traditionally, such techniques have been developed foratithit systems, to solve
problems such as diagnosis (expert systems) and learniegdwgples. More recently,
following the development of multi-agent research, coasitile effort has been done in
exporting the technological achievements of Computatibngics into a multi-agent
setting D]. For instance, through abduction, an agent cakerhypotheses on the outer
world, and on causes of observable events, which is a naxterhsion of what happens
in an expert system. But the role of abduction in multi-aggmstems can go beyond the
internal agent reasoning.

In general, sociable agents will exchange knowledge, asktipns, provide ser-
vices to each other and, eventually, get to reasonable mgrégs when decisions are
necessary. In this paper, we propose a Computational Lmaged framework for the
integration of abductive reasoning and communication.

One of the first approaches to modelling agents based on Qatignal Logics was
proposed by Kowalski and Sadﬂ [2]. The authors propose antagycle where logic
agents reason based on an abductive logic program, thehlggest produced within the
agent represent actions in the outer world, and the obsengafrom the outer world
are mapped into “abduced” that enlarge the agent’s knowlddge. Communication
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primitives are considered as a particular case of actiogenf\communication can take
place for various reasons, e.g., in reaction to stimuli,oopart of a plan to achieve a
goal. The sequence of communicative actions can followtaicgprotocol, or else they
can be less constrained like in the case of agent dialognéRisl setting, the commu-
nication plan is based on the abductive reasoning of thetag&€he communication
primitives (e.g., infouf la Linda, or higher level primitives, like request, progjistc.)
are explicitly defined. The integrity constraints and thewledge base that constitute
the agent’s abductive logic program define the communicgiietocol by stating ex-
plicitly how to react to incoming communication actions.iling on [ﬂ], several other
proposals have been published that map agent communieati®imto abductive atoms
[BA.

In the present work, we take a different approach. By meattseoivell-understood
declarative semantics of abduction, we give a formal urtdeding of information ex-
change. In fact, we give an abductive semantics to the wholgpgof agents, that to-
gether, by using their own knowledge bases, will derive th&l.gOur approach can be
considered top-down, meant to define the semantics of a geagpning activity, while
many approaches are more bottom-up, in the sense that thew gieclarative reading
of the agents’ knowledge bases, and derive a behavior wkidtopefully sound to
the semantics. The two essential concepts of reasoningnéorniation exchange are
nicely integrated in a uniform semantic characterizatie. identify the information
exchanged when agents come to a global agreement upon bgpstlDrawing inspira-
tion from ALIAS [§], we group abductive agents interactingéther and provide them
with a shared repository of communicative actions, whichcak A. Based on it, we
establish abduction as a virtual machine given by commtinigagents. All the agents
will share the samel and a solution must satisfy all the (local) integrity coasits.
In this way, communication primitives are transparent ® aibductive reasoners and
the communication protocol is implicitly defined in the prag and in the integrity
constraints of the agents. In a sense, we abstract away frotocpls: the agents do
not need to name explicitly the others in the group, they deeren need to know how
many agents participate in the distributed computatiorleathying and find a global
agreement.

Consider, for example, a system that monitors some elécteguipment. We may
have an abductive agent that monitors each of the alarmsstéafgent(, is respon-
sible for checking the temperature of the whole system. § hrave rules saying that
the temperature can get high if the fan in one of the subsystetroken, or in case of
short circuit in one subsystem:

high_temp « broken_device(fan, System).

KBy high_temp « short_circuit(System).

A second abductive agertty, checks the output of each subsystem, and knows that the
wrong output of a system can be due to a failure in a devicedf awsystem.

K By wrong_output(System) «— broken_device(Device, System).



Finally, a third agent(3, checks the current absorption, and may have an integrity
constraint saying that there cannot be, in a subsystem,owgmt and short-circuit:

1Cs — low_current(System), short_circuit(System).

Now, if we have high temperature, low current in all subsysteand wrong out-
put on subsystenamplifie2, none of the single agents can get to the right solu-
tion; however, together they can identify the failing devimamely, thdan in ampli-
fier2). Notice that they will need to unify their possible guesge, could hypothesize
broken_device(fan, S) andCy broken_device(D, amplifier2)) to get to the complete
solution. Moreover, they will need to check the integritystraints of all the abductive
agents to get a consistent solution. We see by this simplagheshow variable binding
can be considered as both the subject and the vehicle of caroation.

In this paper, we propose a framework of abductive reasdhatshare a common
hypothesis space. We do not explicitly address some tyjgisaés of Multi-Agent Sys-
tems, like autonomy and pro-activity. Our focus is rathertlovd communication part
and its relation with the agent’s reasoning. Notice that ihot necessary that each
agent exports its whole hypothesis space, but only the pkated to communication,
while its internal reasoning may remain private. We formdgfine the framework and
theoretically show how the information is passed (Sgct. 3).

In this work, we also discuss about the outcome of the cotlth@ reasoning pro-
cess in terms of local vs. global consistency. To this endintveduce the concepts of
independence and compositionality of programs, and weepittat, in terms of consis-
tency and under certain conditions, collaborative reaspisi equivalent to local abduc-
tive reasoning.

We show various examples of communication patterns thatbeaobtained in
our framework (Secﬂ 4). We provide a prototypical impletagion of our framework
(Sect[p), we discuss related work in Sgtt. 6 and, finally, evelude.

2 Preliminaries on Abductive Logic Programming (ALP)

If Fis a formula, witht3F (resp.VF) we denote the existential (resp. universal) closure
of the formula. Ift is a term, with3; F' (resp.V,;F) we will indicate the existential
(universal) closure of' restricted to the variables in

Definition 1. Anabductive logic prograris a triple (K B, Ab, IC) where:

— K Bis a(normal) logic program, that is, a set of clauses (“ddfins”) of the form

Ag — Ay,..., Ay, Wwhere eacty; (i = 1,...,m) is a positive or negative literal;
— Ab a set ofabducible predicate®, such thatp does not occur in the head of any
clause ofK B;

— IC is a set of integrity constraints, that is, a set of closedrfolae.

Following Eshghi and Kowalsk[[6], an abductive logic pragr(K B, Ab, IC) can
be transformed into itpositive versionThe idea is to view default literals as new
abducible positive atoms. In the rest of the paper, we wilthe symbohot to indicate
negation, and suppose that it is treated as by Eshghi andlls’ldv[ﬂ].



Definition 2. Given an abductive prograk B, Ab, IC') and a goalG, anabductive
explanatiorfor GG is a setA (such thatA C Ab) with a substitutiord such thatl’ BU A
is consistent and

- KBUA E=Y(G/8)
- KBUAEIC

We suppose that each integrity constraint has the syntax
(J_) — Al,...,An.

whered, ..., A, isaconjunction of atoms. Ldtbe the implicatioy « A1, ..., A;
we callhead(I) the atomA, and we denote withody(I) the set{ A4, ..., A, }.

Given this syntax, the previous definitidhBUA = IC is equivalent to saying that
the atoms appearing in the body of an integrity constrainhoabe all true in order for
the program (with thed) to be consistenttic € 1C,3a € body(ic) s.t. KBU A £ a.

3 Formalization

In this section, we give the formalization of our framewook information sharing.

Let C; denote an agent, provided with an abductive logic progiams;, Ab, I Ci>.ﬁ
In order to (abductively) prove a goél;, C; will try to find a binding#; and a set of
abductive hypotheses such that

KB;Ud; = G;/b;
that satisfies all the integrity constraints:
KB; Ud; = IC;.

If we allow variables in the set;, then the substitutiofi; will also apply to the sef;;
all the remaining variables iy /6; should be considered existentially quantiffed

glgi/ei (KB;U6;/0; = Gi/0;).

Communication between agents will appear as a binding oeghef abduced hy-
potheses. Given abductive agent§’;, i = 1..n, each providing an answer to a goal:

35, /0, [ K B; U6 /0; |= Gy /0]

% Since in this work we are tackling the problem of information sharing in théestof agents
reasoning based on abductive logic programs, from now on we wit usth abuse of notation
— the same symbol to denote both the agents and the ALP that they encliesed |in a more
elaborated agent architecture, the abductive logic program will onkesept a part of the
whole agent. Also, in this simplified setting we consider — without loss of gditer the set
Ab to be the same for all the agents in the system.

4 Other variables which may appearGh are considered free, as in the IFﬂ: [7].
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communication will appear as (one) solution of the follogvguations:
A= o
k

IAVE(KBL U A = ICY,). (1)
that can be seen agaL P(SET )problem [BD].
Definition 3. The property in Ec[]1 will be referred to &lobal Consistency

Global consistency is equivalent to abduction performed Bingle agent that has
the union of theK Bs and the union of théC's. In order to prove this property, we
introduce the concept ahdependencynd compositionalityof programs, and show
that independency implies compositionality.

Definition 4. A set of atomsA is independenbf a logic programK B, and we write
ind(A, KB), iff Ya € Afd € KB s.t.a/head(d).

Definition 5. A logic programK B is independenbf a programK B, and we write
Z’I’Ld(KBl, KBQ), iff de c KB, andVdj c KB, md({head(dz)} U bOdy(dl), dj)

Note that this definition is not symmetrigid(K By, K Bs) # ind(K Ba, K By).

Theorem 1. CompositionalitySuppose thak’ B; and K B, are mutually independent
and thatA is a set of ground facts independentfB; and K B, (but, nevertheless,
K By and K B may depend on\).

ThenVa,

KBlLJKBQUA':a 4 (KBlLJA':a)\/(KBQUAFa)
Proof See Appendix

Achieving compositionality in a system of autonomous agéstnot difficult: in
fact, we can assume that the “private” atoms used by the uar@gents (those that
are not intended for direct sharing) can either have diffefenctor names or arity, or
they can be labelled with the name of the agent. Instead, fiat vegards the abducible
predicates used for communication, we can ass{infe [10]1bgttave no definition.

We now extend DefinitiorﬂS for Abductive Logic Programs; ititely, integrity
constraints in one of the programs should not referencdqatsd defined in the other.

Definition 6. An Abductive Logic Progran{K By, Ab, IC}) is independentf a pro-
gram (K Bs, Ab, ICs) iff

— ind(K By, KBs), and
— Vic; € ICy, Ya € body(ic;), Bd € K By s.d.a/head(d).

Theorem 2. Let (K By, Ab, IC;) and (K Bs, Ab, IC5) be two mutually independent
abductive logic programs. Then, global consistency isjant to (centralized) ab-
duction, withK B = U; KB; andIC = U;IC;; i.e., the two following conditions are
equivalent



— JAVi(KB; U A | IC;)
- U;KB; UdA ': U; IC;

Proof See Appendix]

Note that Global Consistency requires that all the abdectasoners will “agree”
on one substitution of the variables.ih A weaker variant i$.ocal Consistency

Definition 7. A setA of abduced hypotheses liocally Consistenif the following
condition holds: 3

If each of the agents checks the consistency of thedsketcally, local consistency is
ensured. However, local and global consistency are diffgyeoperties:

Example 1.Consider the following situation, whegg'2 is abducible.

ICI <—p(X7Y),’I7,Ot q(XaY)
Agent 1 { KB, q(X,Y)—X>Y.

IC2 <—p(X,1),not f(X)
Agent 2 {KBQ FX) — X <0,

Should both agents try to assumeX, Y'), we could obtaimA = {p(X, 1)}, and Agent

1 will receive the bindingY’/1. This is locally consistent, in fact for Agent 1 there
exists a value ofX that satisfies its integrity constraint (every value gretitan one),
and, similarly, for Agent 2 there exists at least one valugy (@lue less than zero)
that satisfied C5. Obviously, it is not consistent, because there is no vaduet that
satisfies all the integrity constraints, thus it is not glbbeonsistent, and the hypothesis
(3X)p(X, 1) should be rejected.

One may think, operationally, to enforce only local coreisy, because it is less
expensive. However, in this case, an eventual inconsigtenght not be detected, and
have an expensive failure in a later computation.

Various types of communication may appear in this framewerg., communica-
tion of a failure, communication triggered by integrity ctraints, etc. In this paper, we
focus on the communication given by a shared abduced hygistHatuitively, when
hypotheses made by different agents are unified, commionicappears as a binding.

3.1 Communication through a shared abduced hypothesis

Once global consistency is enforced, we can identify therinhtion exchanged among
agents, if some of them share (at least) one predicate nanie inbducible space.

In fact, given two abductive agents;, : = 1..2, each enclosing an abductive logic
program(K B;, Ab, IC;), for all i we have:



If the set inequalityy; /0, N d2/02 # O has solutions, i.e., if there is a substitution
0’ such that

0/ . (51/91)9/ N (52/92)9, 75 @
then information exchange can occur by way of a variableibgnd
The communication is, in general, bidirectional: both dgevill receive the binding

¢’. The information that agentwill receive is the substitution for its variableg|s, /¢, ,
and, in the same way, agehwill receive the informatior®’|s, /o, -

Example 2.Let us consider the following instance, wherél is the only abducible.

Agent 1 Agent 2
IC, {<—a(X) a(Y), X #Y. ¢(X) — a(X), f(X).

KB, {é’(( i B))( ), b(X). KB, {f(r(A,Q)),

The integrity constrainfC, tells that there can be only one atal in the A. If the
first agent prove8 — p(Z) and the second — ¢(Q), the individual results will be

0y ={z/r(1,B)}  61={a(r(1,B))}
0> ={Q/r(A,2)}  b2={a(r(4,2))}

In this case there is only one most general unifier, naiely { B/2, A/1}. Both of the
agents receive this substitution; the received infornmaiBdhe substitution restricted to
their variables, i.e., Agent 1 receivés;, o, = {B/2} and Agent 2’|, o, = {A/1}.

4 Examples

Various information exchange patterns can be implementetbp of our the frame-
work of abductive communication. In this section, we shownecsimple examples,
that exploit non trivial communication patterns enclosethe framework.

4.1 Dining Philosophers

Thedining philosophergroblem [11] is a classic problem in inter-process syncizen
tion. The problem consists of a group of philosophers gjtiha table; each philoso-
pher has a chopstick on his right and one on his left. A chopstnnot be used by two
philosophers at the same time, and one philosopher needshtvpsticks to eat.

We do not wish to propose with our framework a new solutiotn&dining philoso-
phers, but instead, we will use the well-known example tawsti@ inter-process com-
munication involved and the abductive semantics that we gt.

We propose a model based on abductive agents, each oneergprgsa philoso-
pher; agents share resources (the chopsticks), and cormeteiby means of abducible
predicates that they derive within the knowledge base. Queticates represent the
state of the philosophers with respect to the chopstieksp(C, F, T'), whereC' indi-
cates a chopsticld;’ represents a philosopher (abductive agent)Amglthe time.



The setd, which grows during the individual computation activit@sagents, con-
tains all their abducible predicates, which must be agreemh by all of them at all
times. It represents a partial schedule of the allocatioohaipsticks in time. Due to
the conflicts on the use of resources (the chopsticks), thgoreng activity must be
coordinated, and in particular it must comply with some éa@ists that must never be
violated. For example, a chopstick cannot be taken by twerdifiit agents at the same
time. In ALP terms, we would impose an integrity constraintfsas:

—chop(C F, T), chop(C F1, T), F#F1 3

This constraint implies that for all ground instances offitst two predicates, the third
one must fail ¢ must be equal td'1). That is, if an agent abducesop(1, 1,t), then
VX, chop(1l, X,t) ¢ A\ {chop(1,1,t)}.

A resource at a given time is denoted as free by leaving itsrgbwariable — the
one representing the owner — free. In this way, releasing@uree means abducing a
fact with a variable as owner. Acquiring a resource meansiegihd achop atom in
which the second variable is not free. If a chopstick wasased at a given time point,
then A containschop(C, F, T'), whereF' is a variable. A philosophef'1 can take it by
abducingchop(C, F1,T), and eitherF" will be unified with F'1 or (as a choice point)
A will contain both the abducibles and the constrding F'1.

This predicate shows the behavior of a single philosopher:

phil (P) «
conput e_needed_chops(P, Chopl, Chop2),
chop(Chopl, P, T), chop(Chop2,P,T), % Get needed resources
eat (T, T1),
chop(Chopl, _, T1), chop(Chop2, _, T1). % Rel ease the resources

conput e_needed_chops(P, P, P1) «
nunber _phi | osophers(Pn), P<Pn, Pl is P+1.
conput e_needed_chops(P, 1, P) «— nunber_phi |l osophers(P).

Let us see an example with three philosophgrsp,, andps (all philosophers will
havenumber_philosophers(3) < . in their knowledge base). At the beginning (time
zero) all the resources are free. We model this by introduainthe A three atoms
chops(i, _, 0), wherei = 1..3. Let us suppose the first philosopher, tries to
get its needed resource first: he will abdugep(1,p1,T1), chop(2,p1,T1), i.e., he
will try to get two chopsticks in a same time stamp. Since theontains all the free
resources at time zero, the philosopher gets the bindling) and theA will contain
information that two chopsticks are no more available. liggopherp, tries to get
its resources, he cannot get them at time zero, becausetdgeiiy constraint forbids
to abduce botlehop(2, p1,0) andchop(2,p2,0) (p1 # p2); the only possibility is to
abduce new factshop(2, p2, T2), chop(3, p2, T2). The second philosopher still does
not know in which time tick he will get the resourceg,(is still a variable). If now
p1 releases its resources at tideabducingchop(2, _, 3), this atom unifies with one
request op., sop, gets the binding™2/3.



start chop(1,,0) chop(2,0) chop(3,,0)
p1 get chops ||chop(1p;,0) chop(2y1,0) chop(3,,0)
po ask chops ||chop(1p,,0) chop(2p,,0) chop(3,,0)
chop(2p2,T2) chop(3p2,T2)
p1 release chopehop(1p,,0) chop(2y1,0) chop(3,,0)
chop(1,,3) chop(Zp;,3) chop(3ps,3)

We specified the program in a general way, i.e., independérheo philoso-
pher. In fact, if we instantiate it to a specific philosopherg(, we definephil(p;)
andcompute_needed_chops(p1, P, P1) instead of the generic predicateisil(P) and
compute_needed_chops(P, P, P1) that we defined above) we obtain three mutually
independent programs, for which the results of Theofem #.Halthat case, global
consistency is equivalent to centralized abduction. @indbnsiderations apply to the
other examples that will follow this section.

This example must not be seen as a possible solution to tleymization prob-
lems of the dining philosophers, but rather as an examplafofrnhation sharingp,,
p2, andps will collaborate to generate a schedule of resource usagkthee semantics
and properties of the framework ensure that their congtraire not violated. Indeed,
different agents with different programs and constrai@ais participate in the solution
of this problem, each one adopting suitable strategies, @g@rdination mechanisms
or ad-hoc ordering to prevent starvation).

4.2 Dialogues and negotiation

In this section we would like to show how it is possible to miadeour framework a
two-agent dialogue. We will take as an example the negotiatialogues produced by
N*-systemsm4]. Such dialogues — sequences of dialogue matie§/gg certain re-
guirements — can be used to solvesource reallocation problerdv-agents produce
dialogue moves produced by means of an abductive proof guoegeduring thehink
phase of an observe-think-act life cycﬂa [2]. In the contExiesource reallocation con-
sidered in [kl], agents have goals to achieve, resourcestmumder to achieve them,
and they produce dialogues among each other in order tondibairesources that they
miss to make a certain plan feasible. In the simplified sgttirat we are considering
now, the purpose of producing a dialogue move is either tty tepa request, or to re-
quest a missing resourc®.™-agents keep requesting resources to the other agents until
they either obtain all the missing resources or they redfiaethere are not enough re-
sources in the system to make their plan feasible. At the $imnee agents must reply
to asynchronously incoming requests. The policy used tdywe requests and to reply
to the other agents’ requests is encoded into an abductie poogram.

We propose here an alternative implementatio/df-agents based on non-ground
abducible predicates where an agent does not explicitlygaah other agent in the
group, but posts a request in the commbnvith a variable as addressee. Other agents
can hypothesize to be the addressee of the message andjwamtbe reply.

We express dialogue moves by means of envelap@sthat have the following
syntax:t(Sender, Receiver, Subject), whereSender, Receiver, andSubject are
terms that carry the obvious meaning.



The definition of the predicates is below. We divide the agesburces into two
groups: those that are missing (and that the agent must sowmebtain in order to
succeed in its goahake plan_feasible), and those that the agent may give away.
For the sake of simplicity, we adopt here a static represientaf the problem in which
the set of missing resources is defined throughssing/1 predicate. A resourceis
instead available if a predicaterailable(r) is true. We consider a setting in which
three agents( b, andc) have the program below. It is given independently of thengge
but we assume that each agent has its own definition e&i ng/ 1, avai | abl e/ 1,
andsel f/ 1, this latter used to provide each agent with a unique identifi

make_pl an_feasible «— nmissing(M, get_all(M.
get_all([]).
get _all ([RRl]) « get(R), get_all(R1).
get(R) « self(9),
t(S, A request(give(R)), S # A
t(A 'S accept(give(R)).
manage_request (S, X, R) «— avail abl e(R),
t(S, X accept(give(R))).
manage_request (S, X, R} < not (avail abl e(R)),
t(S, X refuse(give(R))).

The integrity constraints are the following:

— t(S Rrefuse(give(R)), t(S R accept(give(R)). 4)
— self(S),t(Y, S, request(give(R))),not nmanage.request(S,Y,R) . (5)

The first one states that an agent cannot reply laaiteptand refuseto the same
request. The second one is used to react to a request of ahetsaby invoking
manage request if a request is addressed to the agent.

Let us see an example with three agents, callédandc. Suppose that the individ-
ual knowledge bases of the three agents are the following:

Agent a Agent b Agent c
sel f(a). sel f(b). sel f(c).
mssing([nail]). m ssi ng([ pen]). m ssing([ knife]).
avai | abl e(pen). avai | abl e(pen). avai |l abl e(nail).

avai | abl e(knife).

Suppose that agernt starts first, and posts a request for its missing resource:
t(a, X, request(give(nail))). It will also try to abduce that the same agent that will
reply, X, will accept to give the resource(X, a, request(give(nail))). This second
hypothesis is motivated by the fact that without the reseurcannot execute its plan,
soa’'s computation would fail.

Agentb considers its integrity constrairﬂ (5) and has two pogtisl either vari-
able X of the atom in theA is equal tob, or it is different fromb. In other words,
either it supposes to be the addressee of the request omribie first case it should
reply refuse, as it does not have an availalmai | ; however this reply would not be
consistent with the hypothesis formulatedahat the reply would beccept. The A
would contain both answees:cept andrefuse fromb to a, and this is inconsistent
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with the integrity constraim[[4). The only globally cortsist possibility is thab is not
the addressee of the request. Agentill, in its turn, hypothesize to be the addressee:
it will reply accept, which is consistent with both ICs.

4.3 A meeting room reservation problem

Speculative computation by Satoh et E [12] is a technicaesldo carry on with a dis-
tributed computation where information exchange is ingdiwithout waiting for such
information to be available. To this purpose, it uses deéfassumptions on the miss-
ing information, and it provides an operational model fa ttonsistency of the over-
all computation with the assumed defaults — once the infaandecomes available
— or for activating alternative branches in case of incdasisy. The authors present
a meeting room reservation problem as an example of computaith defaults, in
an environment with unreliable communication. The probietio organize a meeting
among three agents; b, andc. If less than two agents attend the meeting, the meeting
is cancelled. If exactly two agents attend the meeting, waktzosmall room. If three
agents come, we book a big room.

The problem is modelled irﬂllZ] by adopting a master-slawtesy architecture,
where{a, b, ¢} are theslaveagents, and a master agents introduced, whose goal is
to reserve the meeting room. By default,assumes that andb are available, while
¢ is not. In the reservation process asks all agents about their availability, while it
continues reasoning based on its default assumptionsdifes not receive any answer,
a small room is reserved. #f receives an answer that contradicts its assumptions before
a certain timeout, e.g., the end of the computation requivesblve the top-goakn
backtracks and proceeds accordingly to the received eeplie

Roughly speaking, the approach proposed ih [12] to thislprolis to activate sev-
eral concurrent processes, each representing a positivegative assumed answer to
a certain question that has been made to the other agentprdtesses waiting for an
answer are suspended, while those that contain an assurttpids contradicted by an
already received answer are Killed (in a further refinemémi@ algorithm ], such
processes are not killed but only suspended, in order tevdilicther revision of a given
answer).

We could model the communication underlying the meetingroeservation prob-
lem by means of abduction, and the shargédwith a common abducible predicate
free/2. The master agent has the following progﬁam

plan(smal |l _room [X, Y]) «

free(X true), free(Y,true), free(Z false), X #£Y.
plan(big_room[X Y, Z]) <

free(X, true), free(Y,true), free(Z true), all _different(XY,2Z2).
pl an(cancel _neeting,[]) «

free(Y,false), free(z false), Y # Z
— free(X, true), free(X false).

5 We report only the part related to the replies, which is the most interestiing the request

and the reservation of the room quite straightforward. Also, we assdoitiie variables Y,
Z the domairf{ a, b, c] .
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For each case (i.e., reserve a small or big room or even cteceleeting), the mas-
ter abduces a reply, one for each agent involved in the ngedtor instance, if the (ex-
pected) default answer is two agents are available, and usye then the master agent
plans to reserve a small room, on the basis of the abducedséplg. free(X, true),
free(Y, false) andfree(Z, true)), and the computation proceeds.

In the program of the master agent, while exploiting abdunGtive can constrain
variablesX, Y and Z to be all different and each assuming one value amaqnigor
¢. Thus, abduced atoms are ground. However, in our framewegk;an also abduce
hypotheses with unbound variables, lifting the approacépefculative computation to
non ground-terms.

As the computation proceeds, it can be the case that a repigsérom the agents
(all, or some of them). In our framework, this reply is abdilitey each agent itself,
and stored in the commaA. For each abducibler ee( X, true) a choice pointis
left open, e.g.x/a v X # a. If the reply provided by some of the agenis violates
the integrity constraint, i.e., the master agent has asdtigeavailability ofa, and this
is not the case since is busy, then the master agent has to backtrack, and consider
a different set of abducibles. Nonetheless, if no answeresofrom the agents, then
the default is assumed, once and forever. This frameworklesta provide the same
answer also in case an atdmee(a, true) is posted in the blackboard by agent
before the room reservation process is startedibin this way, we give a declarative
counterpart to a multiple-party speculative computatiettirsg, more general than the
one considered irm.Z], and a framework capable of dealilly mon-ground terms.

Furthermore, it is worth noticing that a different operaibsemantics can be given
to abduction, so to recover both synchronous or asyncheonommunication: when
abducing an atom with non-ground terms, the process caresdsphus miming the
behavior of read-only variable of concurrent logic langgg(and obtain a synchronous
communication), or proceed (asynchronous communication)

5 Abduction and set operations: experiments WithCLP(SET)

As we noticed in Secf] 3, communication is based on opemtiosets For this reason,
we decided to perform our experiments@hAP(SET) [E], a constraint language based
on setsC'LP(SET) is an instance of the general CLP framewdrH [14] which presid
finite sets, along with a few set-based operations, as fwarabjects of the language.
Each of the agents could use one of the existing abductivef procedures (e.g.,
[9,#[18,1]7]) to perform abductive reasoning, and produset of abducibles. The hy-
potheses proposed by the various agents;ould be combined as explained in S(ﬂ:t. 3
with CLP(SET), in order to obtain a globally consistent set of hypothedébef. B).
Itis worth noticing that abduction itself can be thought @baised on set operations,
thus one may implement also the abductive proof procedut@lif®(SET). In fact,
in the abductive computation of each agent, the expectedt iesludes the sed; of
abduced hypotheses, along with bindings of variables. Bgpbthesis is inserted in the
setd; by an abductive step, affirming that the hypothesis belomgsst set,;. The space
of possible hypotheses is limited by ICs, that forbid somejwactions of hypotheses
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in §;. Consider, for example, the IC:
“— Ll, LQ.

where bothZ; and L, are abducibles. This constraint limits the possible hypstis: if
¢ contains the atoni;, then it cannot contaifi, and viceversa.

All the operations on the sét can be defined in terms of two basic operations: the
abduction step (making an hypothesis, ileg ¢;) and the check/propagation of the in-
tegrity constraints, that can reject some possible hygethéstate that some hypotheses
cannot belong te,, i.e., L ¢ ¢;). Both these operations, the set membership operation
and its denial, can be consideredcasstraints meant todefinethe set);, which is the
result of the computation.

We made our experiments by defining a simplified abductivefppoocedure in
CLP(SET). In our implementation, the abduction of an atolm, is given by two
steps. Firstly, we impose that the getontains the atoni;, with the constrainf; €
d;. This will result in the unificationd; = {L;|d;}, which, in CLP(SET) syntax,
means thad; = {L1} U d..

The second step is imposing integrity constraints. Whereewew atom is abduced,
constraints are imposed on the rest of theysdh our example, when abducidg , we
impose that the rest @ should not contain the abduciblg: Ly ¢ .. The structure
of the predicate responsible for abduction can be the fatigw

abduce(Atom Delta) «— Delta = {Atom | D1},
collect_ics(AtomIGCs), inpose_ics(lCs, D1, Atom.

col | ect _i cs collects all the variants of ICs that contain an atom uniywith the
abduced atom, together with the corresponding substitutidntuitively, when we
abduce a atoni;, we want to falsify at least one atom in each integrity caistr

i mpose_i cs tries to find, in eaclfC/#, an atom which is false for all the possible
instantiations of its (remaining) universally quantifieatiables.

It is worth noticing that some of the transitions in the opiersal semantics of
abductive proof procedures are automatically performeddmnstraint propagation in
CLP(SET). For example, proof procedures typically try to find a padgsihinimal
set of hypotheses, thus they try to unify couples of hypabess (with transitions
called solution reus€[fLg] or factoring [[f]). Given two hypothesep(X) andp(Y),
abductive proofs unifyX andY’, but also consideX # Y upon backtracking. In
CLP(SET), if 6 contains a non-ground atop{X), i.e.,d = {p(X)|¢'}, when ab-
ducing a new atomp(Y") (i.e., imposing the constraip{(Y) € ¢) the nondeterministic
propagation provides the two alternative solutions- {p(X)|é'} with X = Y and
0 ={p(X),p(Y)|6”} with X #£Y.

6 Related work and discussion

Torroni ] investigates how to coordinate the abducte&soning of multiple agents,
developing an architecture where several coordinatiorepet can be chosen. A logic-
based language (LAILA) is defined for expressing commuivoand coordination be-
tween logic agents, each one equipped with abductive reasoapability ES]. LAILA
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can be used to model the social behavior of logic-based sagenabling them to ex-
press at a high level several ways to join and coordinate @rith another. Our work
approaches agent interaction from another perspectivexplicit coordination opera-
tors are needed, and the role of abduction is mainly in gigisgmantics to interaction
seen as information exchange, and not in the agent’s irtezagaoning. Differently

from [E], in this work agent share predicates which are nagessarily ground, and a
form of information exchange results from unification andafle binding. This allows

for asynchronous interaction patterns, where in prinaigegent needs “starting” the
distributed proof of a goal, nor coordinating the reasorativity of others.

Hindriks et al. ] propose a logic-based approach to agemimunication and ne-
gotiation where deduction is used to derive informatiomfra received message, and
abduction is used to obtain proposals in reply to requeasizatticular, deduction serves
to derive information from a received message. Abductioneseto obtain proposals
in reply to requests. A semantics based on deduction is peapfor theask andtell
primitives, similarly to other proposals in the literatuwehile a semantics based on ab-
duction is proposed for theeq andof fer primitives. The semantics that they propose,
based on the existence of free variables in the communécatits, shows some simi-
larities with ours; the main difference is that we do notidigtiish among the different
kinds of communication primitives, and the semantics of mamication is uniformly
based on abduction.

Sadri et al. |[h] propose a framework for agent negotiaticseldaon dialogue, which
we sketched in sectiof] 4. The work of Sadri et . [4] differsnf ours in its pur-
pose, which is not to give a semantics to agent interactiohtdgive an execution
model for the activity of the single agent and - based on it sttaly formal proper-
ties of agents interacting with each other. [h [3], the arghrepresent Kowalski Sadri
agents as abducible theories, and formalize communicaitt® by means of inter-
theory reflection theorems, based on the predicate syntbbilaindtold. Intuitively,
each time aell(a;, A) atom is derived from a theory represented by an agenthe
atomtold(as, A) is consequently derived in the theory represented;bwnd therefore
the propositiond becomes available to it. The framework is provided with arfr-
malization, and is based on two particular predicatel/(old) that allow peer-to-peer
communication. In our work, we aim to cater for differentargction patterns, possi-
bly involving more than one peer, and to consider commuitinaicts as bi-directional
knowledge sharing activities, where several parties mayribute in shaping new in-
formation through the unification mechanism.

Satoh et aI.|E|2] present a master-slave system in a settiggeacommunication
is assumed to be unreliable, which we briefly introduced iotiSBHL The system is
given a formal proof-procedure, that consists of two stepstocess reduction phase,
and a fact arrival phase. Differently from our work (moreuesed on the declarative
semantics), speculative computation is an operationakmnod

Finally, a comment about the proof procedure for abductiéa chose to make our
experiments withC LP(SET), that has the advantage that it provides set unification
as a first class operation. But there are several abductoa procedures that could
be used instead for our purpose. Of course, our framewonkinegjabduction of non
ground atoms, as variables in abducibles can represergsefiu information.
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Denecker and De SchreyE[lS] introduce a proof proceduradomal abductive
logic programs by extending the SLDNF resolution to the cafsabduction. More
recent work is represented by the SLDNFA(C) syst@ [20] Wiaxtends SLDNFA
with constraints.

A recent abductive proof procedure dealing with constsaort finite domains is
ACLP ]. ACLP interleaves consistency checking of abtlecassumptions and con-
straint satisfaction. Finallyd-system ], followup of ACLP and SLDNFA(C), differs
from previous two for the explicit treatment of non-detemisim that allows the use of
heuristic search with different types of heuristics.

7 Conclusions and Future Work

In this work, we presented a framework that gives a uniforeating of abductive
reasoning and communication. Groups of abductive agemsnemicate by abducing
non-ground terms and obtain binding for their variableshasresult of an (implicit)
agreement with other agents. The result of the interactiomadelled as a set of abduc-
tive predicates4), consistent with all the local integrity constraints oéthgents. We
showed some properties of the framework which make it ptesgibgive a semantic
characterization to the information exchanged in the atderiprocess. We presented
various examples of communication patterns that can beaetyllike the the dining
philosophers and speculative computation. We gave therarsties in terms of abduc-
tion and set-based unification. Since the Ads constructed by the union of the local
hypotheses, we sketched a prototypical implementati@dhli® (SET).

In future work, we plan to implement the framework in a fullistiibuted envi-
ronment, possibly by exploiting proof procedures basedamstraint satisfaction tech-
nology. We also plan to provide an operational semanticetorframework, with the
semantics of suspension, possibly drawing inspiratiomfconcurrent logic languages.
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Appendix: Proofs

Proof of Theoren{lL. Let us consider the immediate consequencatopgr; we will
show thatywn TKBluKBQUA = TKBluA UTk B,ua-

Tll(BluKBguA =T p,uaYTkp,u» @sitonly contains the ground facts in the

and in the twaoK Bs.

By induction, let us suppose thak ;| x5,u4 = Tk B,ua Y Tk B,uA- BY defini-

tion of T, sinceA only contains facts,

Trb oA =TkpuaU{X: X —BeKB,BCTip a}
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and analogously for agerits.

n+1 _m
Tk puxBua = TR BUKB,LAY

U {X :X—BeKB;,BC T;?BluKBzuA}U

U{X:X —BeKBy,BCTp ikpun} =
=Tgp,uaY {X : X«—BeKB;,BC TI@BluAUTI?BQUA}U
TrpoaU{X: X —BeKBy,BCTry aUTkp,un}

Now we only have to show that

{X:XHBEKBMBQTI’%BNJA}: (6)
={X:X —BeKB,BCT}p ,aUTkg )}

(and the same foK B»).

Eq. [6 is true if for each clauseX «— B) € KB, and each aton§ € B, S ¢
Tk p,ua \ Tip,ua- If S belonged to that set, then there would be a clauge«—
B’) € K By that unifies withS (by definition of Tk 5,u4), and this is impossible by
hypothesis.O
Proof of Theoren{p.

The setA is existentially quantified; let us take a ground versiont.of i

Suppose that the first condition holds. This means that foh edductive logic
program, for each integrity constraim’t;f € IC; there is an atom that is not entailed
by KB;:

ViVic§ € IC; Ja € zc; :KB;UA £ a.
If a is abducible, it can be true only if € A, but this is not the case, since we know
that K B; U A [~ a. Sincea € zc; € IC;, a cannot be defined in anly B,,, with m # i.
Thus, we have that is not entailed by any of th& Bs (unionA):

Vi Vic; € IC; 3a € ic} : Vi KBy U A [ a.

By Theoren{LyiVic} € IC; 3a € ic} : Up K By U A B~ a, thusViVic, Uy, K By, U
AE zc; Since this holds for every integrity constraint, we have tha K B,,, U A |
U; Uj 203 that is
UnKB,, UA EUIC;.
Viceversa, suppose that the second condition holds. Thésathat for each agent
1, for each integrity constrain‘t;- € IC; there is an atom that is not entailed by the
union of theK Bs: ’ .
Vi Vic} Ja € icj : Uy KBy U A [ a.
By Theoren{lL, this is equivalent to
Vi Vicé Ja € zc; VKB, UA [~ a
In particular, if none of thd{ Bs (unionA) entailsa, even more so neither th€ B of
the agent (union A) to whichz‘c;l belongs entails:
Vi Vicy Ja € ic} : KB;U A}~ a
which means that _ _
Vi Vich : KB; U A = icj
since every integrity constraint of the agent is entailésh their union is entailed’
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